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Back to linear systems

• An example of linear systems
• Any linear system can always be rewritten in matrix form

• More generally, 𝐴𝑥 = 𝑏
• 𝐴 is an 𝑚 × 𝑛 matrix
• 𝑥 is an 𝑛-dimensional vector
• 𝑏 is an 𝑚-dimensional vector

• Problem: given 𝐴 and 𝑏, how can you solve 𝑥?
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Direct linear system solvers

• Gaussian elimination

• Gauss-Jordan Elimination

• LU decomposition
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Agenda

• Iterative linear solvers

• Jacobi method

• Gauss-Seidel method
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Problem setup

• We want to solve:
• 𝐴𝑥 = 𝑏,

• where 𝐴 ∈ ℝ𝑛×𝑛 ,𝑥, 𝑏 ∈ ℝ𝑛.

• Split 𝐴 into three parts:
• 𝐴 = 𝐷 + 𝐿 + 𝑈,

• 𝐷: diagonal of 𝐴, so 𝐷 = diag 𝑎11 𝑎22 … 𝑎𝑛𝑛
• 𝐿: strictly lower triangular part of 𝐴
• 𝑈: strictly upper triangular part of 𝐴
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An example of D, L, U decomposition

• Linear system:

• Then,
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Jacobi method

• After DLU decomposition, we have
• (𝐷 + 𝐿 + 𝑈)𝑥 = 𝑏

• Rearranging gives:
• 𝐷𝑥 = 𝑏 − 𝐿 + 𝑈 𝑥

• Jacobi iteration updates:
• 𝑥 𝑘+1 = 𝐷−1(𝑏 − 𝐿 + 𝑈 𝑥 𝑘 ).
• Or equivalently:

• 𝑥 𝑘+1 = 𝐷−1𝑏 + (−𝐷−1 𝐿 + 𝑈 )
=: 𝑇𝐽

𝑥 𝑘 .

• So in compact form:
• 𝑥 𝑘+1 = 𝑇𝐽𝑥

𝑘 + 𝑐,where 𝑐 = 𝐷−1𝑏.

7



Jacobi method

• Start with an all-zero vector 𝑥(0) = 0

• Run for K iterations:
• 𝑥(𝑘+1) = 𝑇𝐽𝑥

(𝑘) + 𝑐

• where 𝑇𝐽 = −𝐷−1(𝐿 + 𝑈), 𝑐 = 𝐷−1𝑏.

• Finally, 𝑥(𝐾) will be your approximated solution.
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Back to the example

• Problem:
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• In-class exercise:
• Find 𝑇𝐽 and 𝑐.



Two iterations of Jacobi method

• In-class exercise:
• Work out the first iteration.
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• The second iteration is:



Gauss-Seidel method

• After DLU decomposition, we have
• (𝐷 + 𝐿 + 𝑈)𝑥 = 𝑏

• Rearranging gives:
• 𝐷 + 𝐿 𝑥 = 𝑏 − 𝑈𝑥

• Gass-Seidel iteration updates:
• (𝐷 + 𝐿)𝑥(𝑘+1) = 𝑏 − 𝑈𝑥(𝑘)

• Formally, 𝑥(𝑘+1) = 𝑇𝐺𝑆𝑥
(𝑘) + 𝑐𝐺𝑆

• where 𝑇𝐺𝑆 = −(𝐷 + 𝐿)−1𝑈, 𝑐𝐺𝑆 = (𝐷 + 𝐿)−1𝑏
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Back to the example

• Problem:
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• In-class exercise:
• Find 𝑇𝐺𝑆 and 𝑐𝐺𝑆 using Python/Matlab.



Two iterations of Gauss-Seidel

• In-class exercise:
• Find the output of the first iteration with 𝑥(0) = 0.

• The second iteration is
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Summary of Jacobi & Gauss-Seidel method

• Both use the L, U, D decomposition
• 𝐴 = 𝐷 + 𝐿 + 𝑈,

• 𝐷: diagonal of 𝐴
• 𝐿: strictly lower triangular part of 𝐴
• 𝑈: strictly upper triangular part of 𝐴

• Both are guaranteed to converge if 𝐴 is symmetric positive definite 
(SPD).

• SPD: 𝐴 = 𝐴𝑇 and 𝑥𝑇𝐴𝑥 > 0 if any 𝑥 ≠ 0.
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Recap: In class exercise: prove A =
2 −1
−1 2

is a
positive definite matrix

• Solution 1: prove 𝑥𝑇𝐴𝑥 ≥ 0 for any vector 𝑥.

• Solution 2: prove all eigenvalues of A are all non-negative.
• Hint: solve det 𝐴 − 𝜆𝐼 = 0 to find eigenvalues.
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