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Announcement

* Homework 1 has been released this Tuesday. Start working on it
with your group!

* Group member registration due today!

* |If you are on the Waitlist, you will be randomly assigned to a group
tomorrow.

* Group course project registration due next Thursday. One week to discuss
your project choice.



Recap: review of probability and statistics

* Probability
* Basic concepts
Probability properties
Random variable and distribution
Expectation and variance
Independence
* Bernoulli distribution and Gaussian distribution

e Statistics
e Maximum likelihood estimation



In-class exercise: Linear regression

* P(y|x) is modeled by “Linear Gaussian model”
Yi = x;FQ* +¢€; where ¢, ~ N (0,07) ii.d.

* Data: (xlayl)a ceey (xnayn)
* Work out the optimization problem to solve for the MLE for 8~.

32



Today

* Machine learning overview
* Supervised learning: Binary classification
* Feature design and feature extraction

* Example of classifier: Decision Trees



Recap: Machine learning studies “computer
programs that automatically improve (its
performance on a task) with experience. ”

Discussion: In this example

* What’s the performance?
 What’s the task?
It's a “Cat”! * What’s the experience?




Discussion: How do we learn?

* Learning from ...

* Learning by ...

* What does it mean to have
learned something?




Different tasks / problems in Machine

Learning
* Supervised Learning Spam Filter.
 Unsupervised Learning Topics of a text corpus

* Reinforcement Learning Atari Games. Serve Ads.

» Structured Prediction Machine translation.

Semi-supervised learning, active learning,
ranking /search / recommendation
self-supervised learning and many more!



Supervised learning is about predicting label y
using feature x by learning from labeled examples.
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Unsupervised Learning is about finding
structures in an unlabeled dataset.
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The William Randolph Hearst will give to Lincoln Center, Metropoli-
tan Opera Co., New York Philharmonic and Juilliard School. “Our felt that we had a
real opportunity to make a mark on the future of the performing arts with these an act
every bit as important as our traditional areas of in health, medical education
and the social Hearst Randolph A. Hearst said Monday in

the Lincoln Center’s share will be for its new which
will young artists and new The Metropolitan Opera Co. and
New York Philharmonic will each. The Juilliard School, where music and
the performing arts are taught, will get The Hearst a leading supporter
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Example: Topic model. ”Latent Dirichlet Allocation”



Semi-supervised Learning using both labeled
and unlabeled data.
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Zhu and Ghahramani (2022) “Learning from labeled and unlabeled data with label propagation”



https://citeseerx.ist.psu.edu/document?repid=rep1&type=pdf&doi=8a6a114d699824b678325766be195b0e7b564705

Reinforcement learning learns to make decisions for
long-term rewards by trials-and-errors.

DEEPMIND Al
LEARNED HOW TO WALK



https://www.youtube.com/watch?v=gn4nRCC9TwQ

Self-supervised learning learns to predict parts
of X using other parts of x.

A quick [MASK] fox jumps over the [MASK] dog

! v

A quick brown fox jumps over the lazy dog

Image example from (Doersch et al, 2015) , text example from Amit Chaudhary "



https://arxiv.org/abs/1505.05192
https://amitness.com/2020/05/self-supervised-learning-nlp/

Summary of different ML problems

ML problem What do we learn? | Applications This
course

Supervised [(x1, Y1) » (X, V)] ¥, given new x Mappingg: X - Y  Price prediction
learning lectu res
Unsupervised (X1, o) X ] Task dependent Structural Biotech 3 lectures
learning information of X (dimension
reduction)

Semi- [(x1, Y1), -, (X, Y] ¥, given new x Mappingg: X - Y  Large-scale ML N/A
supervised and [x1, ..., Xpm]
learning
Reinforcement An open A sequence of Good policy to Materia/drug 2 lectures
learning environmentwhere selected [xq, ..., X5, ] make decisions in discovery

the learner can and their associated selecting x

select x rewards [Vq, ..., Yn]
Self- An incomplete A complete Good policy to fill Natural language N/A
supervised sequence x sequence X the unknown part (email auto filling)

learning
13



The focus of today’s lecture is “Supervised
Learning”

* Actually, just “binary classification”. = ™M Gmail

* Typical Example: Spam filtering  compose
* Design an “agent” to look at my email

Inbox 227
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Example of SPAM emails

="

Mail thinks this message is Junk Mail.

CLAIMS.
To: undisclosed-recipients:;,

Reply-To: microworld219@gmail.com

MICROWORLD CORPORATIONS:
CUSTOMER SERVICE:

FRIEDRICHSTRAAE 10,BERLIN ALEMANHA
REFERENCE NUMBER: MBB-008-D54-DE
BATCH NUMBER: MGC-2019- SM-009
TICKET NUMBERS: 2,6,13,21,26,32

OFFICIAL WINNING NOTIFICATION.

Mowve to Inbox

30 A
18 AM

MICROWORLD CORPORATIO...  December 20, 2019 at 2:3

-

We are pleased to inform you of the released results of Microworld Promotion...
This is & promotional program organized by Microworld Corporations, in
conjunction with the Foundation for the promotion of software products,
and use of email addresses. Held on Thursday 19th, December 2018, in Berlin,

Alemanha.

Your email address won a cash award of Four hundred and eighty eight thousand

twio hundred and fifty euros (488,250.00 Euras)..

Contact Our Foreign Transfer Manager for claims with your winning details and

your contact information.

Mrs. Helena Bosch.

Email: micropromo 9 @yahoo.com
Congratulations!!

Sincerely,

Rosa Van Beek.

Mail thinks this message is Junk Mail. Move to Inbox
MARK ZUCKERBERG 5 Junk - Google  August 24, 2018 at 10:48 AM
WINNING AMOUNT W

Reply-To: MARK ZUCKERBERG

WINNING AMOUNT

My name is Mark Zuckerberg, A philanthropist the founder and CEO of the social-networking website Facebook,as well as one of the
world's youngest billionaires and Chairman of the Mark Zuckerberg Charitable Foundation, One of the largest private foundations in
the world. | believe strongly in‘giving while living' | had one idea that never changed in my mind - that you should use your wealth to
help people and | have decided to secretly give {51,500,000.00} to randomly selected individuals worldwide. On receipt of this email,
you should count yourself as the lucky individual. Your email address was chosen online while searching at random.Kindly get back to
me at your earliest convenience,so | know your email address is valid.(mzuckerberg2444 @gmail.com) Email me Visit the web page
o know more about me: hitps fen. wikipedia.org/wiki/ Mark_Zuckerberg/ or you can google me (Mark Zuckerberg)

Regards.
MARK ZUCKERBERG
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Example of a HAM (non-spam) email

Dear Professor Foo,
I am a student in your machine learning class.

I have a question about the second term project and I was not able to find the
answer on the syllabus. Should our project be only about the topics listed on

the second part of the syllabus, or can I incorporate topics from the whole
course, as long as it fits with the subject of the class?

I look forward to hearing from you.
Best regards,
Bar

16



Discussion: What are the features that we can
use to describe an email?

* What are characteristics of spam and ham emails?

* What are the information that we can extract from text, and hyper-texts
to describe an email?

* What are typical characteristic of a spam email?

17



Possible features

 Number of special characters: $, %

* Mentioning of: Award, cash, free

* Greetings: generic, or specific

* Bad grammars and misspelled words: e.g. mOney, click here.

* Excessive excitement: Many “!”, “I11” “?21” ‘'words in CAPITAL LETTERS.

* Whether the senders on the contact list
* Length of an email
* Whether the receiver has responded to sender before

18



Example of a feature vector of dimension 4

Contains hyperlinks Proportion of misspelled words
1 0 0.0375 80
Whether on the contact list Length of the message

Step 1in Modelling
Feature extractor:
Converting the object of interest
to a vector of numerical values.



Mathematically defining a classifier

e Featurespace: X = R
e Labelspace: Y = {0,1} = {non-spam, spam}

e Aclassifier (hypothesis): h : X — )

Math notation for “function definition”, e.g., function “add”

How do you write in python?

20



How do we make use of this feature vector?
What is a reasonable “classifier” based on this
feature representation?

Contains hyperlinks Proportion of misspelled words

| '
1 0 0.0375 80

t t
Whether the contact list

Length of the message

* Feature space: {0,1} x {0,1} x R x N
* Labelspace: Y = {0,1} = {non-spam, spam}

Discussion: How are we going to use these features as a
human?

21



Decision trees

Contact list?

“Yes’: ‘“NO”
v v
“non-spam” Misspelled words
>0.03
“YeS’: ‘“NO”
v v
Length
ink?
> 100 Hyperlink”
“YeS”: _» “NO” < > “NO”
¢ l ¢ “YeS” l
“spam” “non-spam” ‘“spam” “non-spam”

* Question: How is each decision tree determined? What are its
parameters?



How Is a decision tree specified?

* Parameters (built-in parameters of a model)
* Which feature(s) to use when branching?
* How to branch? Thresholding? Where to put the threshold?
* Which label to assign at leaf nodes?

* Hyperparameters (parameters that you can set)
* Max height of a decision tree?
* Number of features the tree can use in each branch?

* In-class exercise: Consider a problem with 4 binary features.

— How many decision trees of 3 layers are there, if each decision uses only one feature?
(you may repeat features)

— How many possible feature vectors are there?

23



	Slide 0: CSI 436/536 (Fall 2024) Machine Learning Lecture 5: Elements of Machine Learning
	Slide 1: Announcement
	Slide 2: Recap: review of probability and statistics
	Slide 3: In-class exercise: Linear regression
	Slide 4: Today
	Slide 5: Recap: Machine learning studies “computer programs that automatically improve (its performance on a task) with experience. ”
	Slide 6: Discussion: How do we learn?
	Slide 7: Different tasks / problems in Machine Learning
	Slide 8: Supervised learning is about predicting label y using feature x by learning from labeled examples.
	Slide 9: Unsupervised Learning is about finding structures in an unlabeled dataset.
	Slide 10: Semi-supervised Learning using both labeled and unlabeled data.
	Slide 11: Reinforcement learning learns to make decisions for long-term rewards by trials-and-errors.
	Slide 12: Self-supervised learning learns to predict parts of x using other parts of x. 
	Slide 13: Summary of different ML problems
	Slide 14: The focus of today’s lecture is “Supervised Learning”
	Slide 15: Example of SPAM emails
	Slide 16: Example of a HAM (non-spam) email
	Slide 17: Discussion: What are the features that we can use to describe an email?
	Slide 18: Possible features
	Slide 19: Example of a feature vector of dimension 4 
	Slide 20: Mathematically defining a classifier
	Slide 21: How do we make use of this feature vector? What is a reasonable “classifier” based on this feature representation?
	Slide 22: Decision trees
	Slide 23: How is a decision tree specified?

