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Announcement

• Homework 1 has been released this Tuesday. Start working on it
with your group!

• Group member registration due today!
• If you are on the Waitlist, you will be randomly assigned to a group

tomorrow.
• Group course project registration due next Thursday. One week to discuss

your project choice.
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Recap: review of probability and statistics

• Probability
• Basic concepts
• Probability properties
• Random variable and distribution
• Expectation and variance
• Independence
• Bernoulli distribution and Gaussian distribution

• Statistics
• Maximum likelihood estimation
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In-class exercise: Linear regression

• 𝑃(𝑦|𝑥) is modeled by “Linear Gaussian model”

• Data:
• Work out the optimization problem to solve for the MLE for 𝜃∗.
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Today

• Machine learning overview

• Supervised learning: Binary classification

• Feature design and feature extraction

• Example of classifier: Decision Trees
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Recap: Machine learning studies “computer 
programs that automatically improve (its 
performance on a task) with experience. ”
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Learning 
algorithm

The problem of distribution shift

Training data
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Test data received during:

Prediction / inference /Deployment  

** Machine learning is only “guaranteed to work” when the training 
data are drawn i.i.d. from the same distribution as the new data 

that we will receive in the “inference” phase.

It’s a “Cat”!

Discussion: In this example
• What’s the performance?
• What’s the task?
• What’s the experience?



Discussion: How do we learn?

• Learning from …

• Learning by …

• What does it mean to have 
learned something?
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Different tasks / problems in Machine
Learning
• Supervised Learning

• Unsupervised Learning

• Reinforcement Learning

• Structured Prediction
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Spam Filter.

Topics of a text corpus

Atari Games. Serve Ads.

Machine translation.

Semi-supervised learning,  active learning,

ranking /search / recommendation 

self-supervised learning and many more!



Supervised learning is about predicting label y
using feature x by learning from labeled examples.
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Unsupervised Learning is about finding
structures in an unlabeled dataset.

9Example: Topic model. ”Latent Dirichlet Allocation”



Semi-supervised Learning using both labeled
and unlabeled data.

10Zhu and Ghahramani (2022) “Learning from labeled and unlabeled data with label propagation”

https://citeseerx.ist.psu.edu/document?repid=rep1&type=pdf&doi=8a6a114d699824b678325766be195b0e7b564705


Reinforcement learning learns to make decisions for
long-term rewards by trials-and-errors.
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Recommendations

buy or not buy

https://www.youtube.com/watch?v=gn4nRCC9TwQ


Self-supervised learning learns to predict parts
of x using other parts of x.
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Image example from (Doersch et al, 2015) , text example from Amit Chaudhary

https://arxiv.org/abs/1505.05192
https://amitness.com/2020/05/self-supervised-learning-nlp/


Summary of different ML problems
ML problem Input Output What do we learn? Applications This

course

Supervised
learning

[(𝑥1, 𝑦1), … , (𝑥𝑛, 𝑦𝑛)] ො𝑦, given new 𝑥 Mapping 𝑔: 𝑋 → 𝑌 Price prediction 13
lectures

Unsupervised
learning

[𝑥1, … , 𝑥𝑚] Task dependent Structural
information of 𝑋

Biotech
(dimension
reduction)

3 lectures

Semi-
supervised
learning

[(𝑥1, 𝑦1), … , (𝑥𝑛, 𝑦𝑛)]
and [𝑥1, … , 𝑥𝑚]

ො𝑦, given new 𝑥 Mapping 𝑔: 𝑋 → 𝑌 Large-scale ML N/A

Reinforcement
learning

An open
environment where
the learner can
select 𝑥

A sequence of
selected [𝑥1, … , 𝑥𝑛]
and their associated
rewards [𝑦1, … , 𝑦𝑛]

Good policy to
make decisions in
selecting 𝑥

Materia/drug
discovery

2 lectures

Self-
supervised
learning

An incomplete
sequence 𝑥

A complete
sequence ො𝑥

Good policy to fill
the unknown part

Natural language
(email auto filling)

N/A
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The focus of today’s lecture is “Supervised 
Learning”
• Actually, just “binary classification”.
• Typical Example: Spam filtering

• Design an “agent” to look at my email
• And predict whether it is “Spam” or “Ham”
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Example of SPAM emails
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Example of a HAM (non-spam) email
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Discussion: What are the features that we can
use to describe an email?
• What are characteristics of spam and ham emails?

• What are the information that we can extract from text, and hyper-texts
to describe an email?

• What are typical characteristic of a spam email?
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Possible features

• Number of special characters: $, %
• Mentioning of: Award, cash, free
• Greetings: generic, or specific
• Bad grammars and misspelled words: e.g. m0ney, c1ick here.
• Excessive excitement: Many “!”, “!!!”, “?!”, words in CAPITAL LETTERS.

• Whether the senders on the contact list
• Length of an email
• Whether the receiver has responded to sender before
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Example of a feature vector of dimension 4

1 0 0.0375 80
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Whether on the contact list

Contains hyperlinks Proportion of misspelled words

Length of the message

Step 1 in Modelling
Feature extractor:

Converting the object of interest
to a vector of numerical values.



Mathematically defining a classifier

20

• Feature space:

• Label space:

• A classifier (hypothesis):

Math notation for “function definition”, e.g., function “add”

How do you write in python? 



How do we make use of this feature vector?
What is a reasonable “classifier” based on this
feature representation?

• Feature space:
• Label space:

21

1 0 0.0375 80

Whether the contact list

Contains hyperlinks Proportion of misspelled words

Length of the message

Discussion: How are we going to use these features as a
human?



Decision trees

• Question: How is each decision tree determined? What are its 
parameters?
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Contact list?

Misspelled words
>0.03

Length
> 100 Hyperlink?

“No”“Yes”

“No”“Yes”

“non-spam”

“No”“Yes” “No”
“Yes”

“spam” “non-spam” “spam” “non-spam”



How is a decision tree specified?

• Parameters (built-in parameters of a model)
• Which feature(s) to use when branching?
• How to branch? Thresholding? Where to put the threshold?
• Which label to assign at leaf nodes?

• Hyperparameters (parameters that you can set)
• Max height of a decision tree?
• Number of features the tree can use in each branch?
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• In-class exercise: Consider a problem with 4 binary features.
– How many decision trees of 3 layers are there, if each decision uses only one feature? 

(you may repeat features)
– How many possible feature vectors are there?
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