
CSI 436/536 (Fall 2024)
Machine Learning

Lecture 2: Review of Linear Algebra

Chong Liu
Assistant Professor of Computer Science

Aug 29, 2024



Announcement

• Office hours:
• Instructor: Tue 1:30-2:30pm @ HU 25
• TA: Wed 1:30-2:30pm @ HU 25
• Starting next week

• Enroll in Gradescope!
• Entry code: EV6862
• All homework via Gradescope

• No participation score today
• Starting next week

• Project list will be released next Tuesday



Today’s agenda

• Key objects:
• Vector, matrix

• Operations:
• Matrix-vector multiplication, matrix-matrix multiplication

• Properties vectors:
• Norm (one vector), distance and angle (two vectors), linear

(in)dependence, orthogonality (a “bag”of vectors)
• Properties of a matrix:

• Rank, trace, determinant, symmetric, invertible
• Eigenvalues and eigenvectors
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Vector and matrix

• Geometric meaning of a vector:
• An arrow pointing from 0
• A point in a coordinate system

• Matrix is a “bag”of vectors.
• n-column vectors or m-row vectors.
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Norms are “metrics”. A few useful properties:
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𝑙𝑝-norm is the most used vector norm

• Definition:

• Different norms:
• When 𝑝 = 1, 𝑙1-norm, Taxicab norm, Manhattan norm

• When 𝑝 = 2, 𝑙2-norm, Euclidean norm, quardratic norm, square norm
• In literature, 𝑥 usually denotes Euclidean norm

• When 𝑝 → ∞, 𝑙∞-norm
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In-class exercise
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• Find 𝑙1-norm, 𝑙2-norm, 𝑙∞-norm of vector 𝑥 = [1,2,3,4, −5].

• Answer: 15, 55, 5.



Properties of two vectors

• What can you do with them?
• Add

• 𝑧 = 𝑥 + 𝑦

• [5,6, −2] = [1,3,5] + [4,3, −7]

• Subtract
• 𝑔 = 𝑥 − 𝑦

• [−3,0,12] = [1,3,5] − [4,3, −7]

• Weighted combination / linear combination
• ℎ = 𝑥 + 2𝑦

• 9,10,−9 = 1,3,5 + 2 ∗ [4,3, −7]
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Relationship (similarity) of two vectors

• Direction
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• Angle
• Dot product / inner product

• 𝑥, 𝑦 = 𝑥𝑇𝑦 = σ𝑖=1
𝑛 𝑥𝑖𝑦𝑖

• 𝜃 = 𝑐𝑜𝑠−1
𝑥,𝑦

𝑥 𝑦

Two vectors are orthogonal (perpendicular to each other) iff their dot-product is 0.



Three interpretations of matrix-vector
Multiplication
• Interpretation 1: “Projecting x to m-directions”

• Treat matrix A is as a “bag”of row-vectors

• 𝐴 is a 𝑚 by 𝑛 matrix
• 𝑥 is a 𝑛–dimensional vector

𝐴𝑥 =
6 2 4
−1 4 3

4
−2
1

=
24
−9

• Projecting 𝑥 from 3 dimensions to 2 dimensions.
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Three interpretations of Matrix-Vector
Multiplication
• Interpretation 2: “Weighted linear combination of column vectors”

• Treat matrix A is as a “bag”of column-vectors

• 𝐴 is a 𝑚 by 𝑛 matrix
• 𝑥 is a 𝑛–dimensional vector

𝐴𝑥 =
6 2 4
−1 4 3

4
−2
1

=
24
−9

• The weight of column 1 is 4
• The weight of column 2 is -1
• …

11



Three interpretations of matrix-vector
Multiplication
• Interpretation 3: “A linear transformation of input vector x”

• Treat matrix A is as an “operator”or a “function that takes a vector
input and output another vector”
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In-class exercise: map each pixel to a new location
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Matrix-Matrix multiplication

• Key things to remember
• Dimension check!

• Properties of a scalar-scalar multiplications (which ones
are still valid for matrix-matrix multiplication?)
• Commutative law: AB=BA?
• Associative law: (AB)C=A(BC)?
• Distributive law: A(B+C)=AB+BC?
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Examples of matrix-matrix multiplication

• Inner product and outer product of two vectors

• Page rank (mathematics behind Google Search)
• https://pi.math.cornell.edu/~mec/Winter2009/RalucaRemus/Lecture3/lecture3.html

• Neural networks
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Computational Complexity of matrix
Multiplication?

• How many dot product needed? (A is m by n and B is n by p)
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A
B×=C



Fun fact: complexity of matrix multiplication
is still an open problem

• 2 by 2 matrix multiplication
• Naïve algorithm takes 8

multiplication
• Strassen showed that one

can get away with 7

• Divide and conquer gives
𝑂 𝑛log27 ≈ 𝑂(𝑛2.807)

• Improves over 𝑂 𝑛3 for
reasonable sized matrices

• Actually used in practice!

17Best lower bound is still Ω(𝑛2log 𝑛)



Properties of a bag of vectors: linear
independence
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In-class exercise: linear independence
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Discussion: are these vectors linearly
independent?
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When they are linearly independent, we call this
“bag”of vectors a basis. A basis of size m spans
an m-dimensional vector space.
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Properties of basis

• Vectors in a basis are mutually orthogonal
• Dot product of any two of them is 0.
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Properties of a matrix

• General matrix
• Rank: max number of independent column vectors / row vectors
• Transpose: switch rows and columns

• Square matrix
• Trace: Sum of diagonal elements
• Determinant:
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Invertible matrix

Orthogonal matrix

Symmetric matrix



Eigenvalues and eigenvectors of a (square) matrix
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Positive (semi)-definite matrix
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