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Introduction

• An example of traditional multi-label learning

Sky Lake Road Mountain Bird People
√ √ × √ × ×
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Introduction

• An example different from traditional multi-label learning

Chinese Character Wang He Li Zhao Semi-running Running Clerical Regular

1st √ × × × × √ × ×

2nd × √ × × × × × √

3rd × × √ × × × √ ×

4th × × × √ √ × × ×

calligrapher set font set
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Introduction

• Similar cases are popular among our lives, such as

Production Company Set

20th Century Fox

Warner Bros. Pictures

Columbia Pictures

Paramount Pictures

Universal Pictures

Walt Disney Pictures

Genre Set

Action

Adventure

Comedy

Horror

Science Fiction

War

Type Set

Economy

Family

Sedan

Luxury vehicle

Sports

Commercial

Production Company Set

Audi

BMW

Mercedes-Benz

Opel

Porsche

Volkswagen

car classificationmovie classification
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Problem Formulation

• Definition
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Problem Formulation

• Key challenge: exploiting label relationships
• Intra-set: the exclusive relationship within the same set
• Inter-set: the pairwise label set relationship

intra-set 
relationship

intra-set 
relationship

inter-set relationship
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Potential Solutions

• Independent Decomposition
• Decomposing the original problem into two classification problems

• Co-occurrence Based Decomposition
• Decomposing the original problem into a new multi-class problem

• Label Stacking
• Transforming the original problem into sequential problems
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Potential Solutions

• Independent Decomposition
• Decomposing the original problem into two classification problems
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Deficiency:
Inter-set relationship is neglected.
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Potential Solutions

• Co-occurrence Based Decomposition
• Decomposing the original problem into a new multi-class problem

• How do we assign new labels by label co-occurrence?

assign new labels

classifier
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Potential Solutions

• Co-occurrence Based Decomposition
• An example showing how to assign new labels

Deficiency:
It is unable to handle new label co-occurrence cases.

Instance A-1 A-2 A-3 A-4 B-1 B-2 B-3 B-4

1st √ × × × × √ × ×

2nd × √ × × × × × √

3rd × × √ × × × √ ×

4th × × × √ √ × × ×

5th × × √ × × × √ ×

6th × √ × × × × × √

7th × × √ × × × √ ×

8th √ × × × × √ × ×

New multi-class label
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Potential Solutions

• Label Stacking
• Transforming the original problem into two sequential problems

• How do we train classifier A and B?

classifier A

classifier B

combine the 
outputs

concatenate 
one label set 
with feature 
space
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Potential Solutions

• Label Stacking
• An example showing how to train classifier A and B

Deficiency:
Only one label set helps the other one.

feature 
space

label 
space 

B

feature 
space

label 
space 
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label 
space 
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new feature space
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classifier A

classifier B

combine the 
outputs
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Our Approach

• Key Problem
• How to find a better way to exploit intra-set and inter-set label 

relationship simultaneously?

• Key ideas
• Multi-class classifiers are used to exploit intra-set label relationship.
• Model-reuse mechanism and distribution adjusting mechanism are 

used to make label sets help each other, all of which exploit inter-set 
label relationship.

• Boosting framework is used to carry out these ideas.



17AAAI-18, New Orleans, LA Dual Set Multi-Label Learning

Our Approach

• The DSML algorithm
• How does it work?

Step Task

1 Initialize sample weights

3-4 Resample

5 Train base learners with
model-reuse mechanism

6 Calculate error rates

7-9 Check error rates

10-12 Update sample weights with 
distribution adjusting mechanism
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Our Approach

• The DSML algorithm
• Training base learners with model-reuse mechanism
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Our Approach

• The DSML algorithm
• Calculating error rate and updating model weight
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Our Approach

• The DSML algorithm
• Updating sample weight with distribution adjusting mechanism

B is the distribution 
adjusting parameter
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Theoretical Results

• Superiority of learning by splitting the label set

margin of multi-
class learning

margin of learning 
directly from all labels

Remark:
It shows the effectiveness of learning by splitting the label set into two 
disjoint label sets, which implies that we should explicitly considering the 
dual label sets.
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Theoretical Results

• Generalization bound of learning by splitting the label set

Remark:
The convergence rate of the generalization error is standard as 𝑂(1/ 𝑚� ). 
And the error bound exhibits a radical dependence on the maximal number 
of labels in dual label sets.

generalization error empirical error

𝑂( 𝐿� )

𝑂(1/ 𝑚� )
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Experiments

• Datasets
• We collected or adapted three real-world dataset. Now take 

Calligrapher-Font dataset for example
• We collected 23195 calligraphic images
• We transformed each of them into 512-dimensional feature vector
• There are 14 calligraphers and 5 kinds of fonts

• Statistics of three datasets

Dataset No. of 
instances

No. of 
dimensions

Size of 
label set A

Size of 
label set B

Calligrapher-Font 23195 512 14 5

Brand-Type 2247 4096 7 3

Frequency-Gender 3157 19 5 2
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Experiments

• Evaluation Measures
• Accuracy of the label set A
• Accuracy of the label set B
• Overall accuracy
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Experiments

• Comparing DSML with other algorithms
• Multi-class RBF neural networks are used as base learner for DSML

and potential solutions.
• The outputs of classical multi-label learning approaches are modified 

to fit dual set multi-label learning.
• 5-fold cross-validation performance of these algorithms (mean±std.)

• DSML is better than others

our approach potential solutions classical multi-label approaches
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Experiments

• Study on model-reuse mechanism

• 5-fold cross-validation performance of DSML on the Brand-Type
dataset (mean)

• Boosting round increases to 10
• Distribution adjusting parameter is set to 1.00 and 1.10
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Experiments

• Study on model-reuse mechanism
• 5-fold cross-validation Performance of DSML on the Brand-Type

dataset (mean)
• Boosting round increases to 10
• Distribution adjusting parameter is set to 1.00 and 1.10

• It validates the effectiveness of model-reuse mechanism
• Similar phenomena can be observed in other datasets

with 
model-
reuse

without 
model-
reuse
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Experiments

• Study on distribution adjusting mechanism
• B is the distribution adjusting parameter

• When B = 1.00, algorithms perform without distribution adjusting 
mechanism

• 5-fold cross-validation performance of DSML algorithm (mean±std.)

• Best result appears when B = 1.05
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Conclusion

• Dual Set Multi-Label Learning is proposed as a novel 
learning framework.

• A boosting-like DSML approach is designed to address 
this kind of problem which outperforms other compared 
algorithms.

• Theoretical and empirical analyses are presented to 
show it is better to learn with dual label sets than to learn
directly from all labels.
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Thank you for listening.

Q & A


